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Some Inequalities Governing Optimum Code

et an information source be given which generates messages
consisting of sequences of letters {Xl, X?""’xn} . Each letter Xi
occurs with probability P, - In practice, for example, X1 may be
the alphabet and P the frequencies of usage in Erzlish., These letters

Xi are to be encoded for transmission over a communication channel

admitting the symbols a and B .

In the present paper, we consider prefix code., In 1952, using an
elegant combinatorial approach, Hoffman [1] obtained an optimum
prefix code for the case the symbols «a and f cost the same, Later
Karp (2] used integer programming to obtain optimum prefix code with
symbols of different costs, Here, we use combinatorial argument to

"

study the case where the "a" costs d dollars and the "B" costs
d +1 dollars where d 1is a positive integer, This case will reduce
to the Hoffman's case when d becomes infinite, and for d =1 , approximate

the dot-dash case of common usage,

A prefix code may be described by a tree as shown in Figure 1,

Figure L
=



Each terminal node is associated with a letter X The branches

1 .
leaving each node are labeled with names of distinct symbols a and

B , and the code word Ci of each X1 is found by listing in the

order the labels of the branches leaving the root of the tree to the
terminal node associated with xi . Thus, in Figure 1, the code word

for x5 is af and the code word for X6 is pa ., The length

Ei ol a letter Xi is the sums of a's and PB's used in the code

word, Thus, x5 and X6 have the same length and X1 is of length
a + 38, The length of Xi is a direct measure of its cost, Once
a tree, such as in Figure 1, is given as a prefix code, the cost of the

code is given by

(1) Z pi,@i (i-l,?,...,n)
i

The problem of constructing a optimum prefix code is, with given Py»
to find a tree such that (1) is minimum, Assume X, are indexed so

that

(2) Pp2P ) 2 et 2Py 2P 3
Then for an optimum code, it is necessary

(3) £l 1< KK

If (2) (%) are not satisfied, we could interchange the code words and

reduce the value of (1),

Let us dafine ﬂi of a letter Xi to be the length of Xi minus

2.



the last symbols in the ccce word representing X In Figure 1,

i L]
for example, 1f we discount the last symbol «a representing X?,

its 12 ie a + 28 . Similarily the 55 of X3 is 2B and

£6 of X6 is B . OSince the cost of a 1is an integer and the cost

of B 1is also an integer, the [

of X and f X are also
i { IJO j

integers., And if

(4) L, < ¥

then they differ by at ieast 1, {i.,e., !i +1 4_23 .

Assume the last symbol of x1 is B and the last symbol of XJ
is a . As (L) implies Zi +d+1 g_ZA +d , we have (It is clear
that (S) is true if the last symbol of X, is @ and that of XJ

is B or the case both Xi anqd XJ have the same last symbol),

(5) £ <4

Therefore, for an optimum code, (4) implies (5), and (°) implies
Py ZPJ .

Assume now that the optimum prefix code, there are 2m letters
with longest Z . Then let the 2m letters with less probabilities

X conyX . 'oid . Then obviously for

be Xopr XopopreeerX VIR Py 2P ) 20402 P) :
an optimum prefix code, these 2m letters are the terminal nodes of
the m longest Z . Disregard the rest of the tree structure representing

the optimum code for a moment; we can symbolically represent the part

of the tree as in Figure 2,



xm-rE‘ xm+l
a '« B o
[] [ ]

Figure 2

Note the arrangement in Figure 2 is not unique, Any assignment of

x LN 2N ] x h X h f x
xan’ om-1’ 2 to the o Vbranches and any assignment o "
Xm_l,...,xl to the B branches will have the same total cost., We
shall study several inequalities which permit ue to simplify the con-

struction of a prefix optimum code, First, if

(6) Pon 2 pm+l MR3! 2

then we can rearrange Figure 2 in.o Figure 3 without changing the rest

Figure 3



This is because changing from Figure 2 to Figure 3, the decrease in

+ p. )d. Therefore,

cost 1s .l 1

. d and the increase in cost in

Pon (p
if (6) is true, then there exists an optimum prefix code in which the
maximum number of longest Z is less than m ,

In particular, for m = 2 then (6) becomes

(7 Py 2Py *+P

and there is only one f of longest length, For this optimum code,

on that longest ] , the two terminal nodes associated with it will be

x2 and Xl . This means X2 and X1 will have the same code word

except the last symbol where x2 has o and Xl has B, In con-
structing an optimum prefix code, we can treat X2 and Xl as one
letter with probability equals to the sum of P, and pl as done by
Hoffmar [1].

Secondly, if

(8) d.p, 2 (d + 1)p, +dp, ’

then we can change Figure 2 into Figure 4 below without increasing the

total cost,




This is because in changing from Pigure 2 to Figure L4 the decrease in
cost 1s d.py and the increase in cost is dp, + (a + l)pl .

This means if (8) is satisfied, then there exists an optimum
tree in which the maximum number of longest Z is less than m ,

In particular for m = 2 , then (8) becomes

(9) dp, 2 (d + 1)p, + dp,

and there is only one £ of longest length, Again we can associate

x2 and Xl with this £ and hence reduce the total number of letters
by one, Note that if (7) is satisfied s> will be (9) so this really
does not give us any new inequa.ity. But if (6) is satisfi~d, (8)

may not be, Third, if
> (d-
(10) dpy, 2 P, + fd-1)p, + dp,

then we can change Flgure 2 to Figure 5 without increasing the total

cost X

1
%2

xﬁ
a B
X
m+2
n B o B (o] &)
: 14

»
’ [

xm+l

Figure 5
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This is because the right hand side of (10) represent the increase in

cost, and the left hand side of (10) represent the decrease in cost
in changing from Figure 2 tc Figure 5. For m = 2, (10) will reduce
to (7). Therefore if (7) is satisfied, we can combine X, and Xl
and regard them as a single letter with probability equal to the sum

If in the newly created n - 1 letters Xé 1

and .
of p, P
X .pr+++rX] ve also have Dl 2> p; + P, , ve can again comdbine X|
and ' 1into one letter. This process can be continued until

(7) 18 not true. Note that if ( ) is not satisfied, the number of

longest £ may still be one,

Let m =2 for (6), (8) and (10), we have the following inequalities

(11) Pg 2P, + P
(12) dpg > dp2 + (d + l)pl
(13) dp, > Py + (a + 1)p2 + dp,

If anyone of (11), (12), or (13) is satisfied, then the maximum number

of longest Z is at most 2 , If we knew that the number of longest
7 1s exactly 2 , then we can combine X, and X3 into one letter

and X, and X = into one letter (see Migure 6), In order to be able

to combine x1 and X5 and also X2 and Xh , we study in more

detail the part of the tree with terminal nodes X, and Xl N
we study one more level of the part of the tree containing X2 and X

and assume that there is only ore longest [ , there are only five

possible configurations as shown in Figure 6, 7, 8, 9, and 10,



Figure 7

x6 or greater

8-

X6 or greater

Figure 8




X
1
xE
x?
p Fﬁ
a
a
B
= :
|
v

or greater greater

O
XS

Q

Figure 9 Figure 10

In Figure 6, we can interchange the code words associated with Xj
and x2 without changing the total cost, i,e, we can still combine

Xl with X5 aad X2 with Xh ,even £ 1s one, In Figure 7 or

Figure 8, we have written X_ or greater, X6 or greater, This is

p)
because we have assumed that (7) 1is not true, . Yor an optimum
code, we cannot assign a letter X5 or Xu which has less probability
than Py + Py with a length shorter than £ of Xl and X2 so that

the terminal node associated with a certain branch must be X 0!

2
letters of greater probabilities,
In Figure 7 or Figure 8, X5 1s not in the figure, but the last
symbol of the code word for X5 must be f as X, 1s the letter with
2

the smallest probability not in the Figure 7 or 8. The last symbol of

-9-



the code word for Xh may be a or B ; we shall assume it to be 0

in order to be on the safe side,

Then we can transfer the x5 and Xu into the part of the tree

containing X and X2 in Figure 7 or 8 and make 1' look like Figure

11,

X_or greater

p)

X, or greater

6

Figure 11

The letters that originally combine with X5 and Xh can then
reduce their code word by one symbol, say «a , to be on the safe side,

These letters must have probabilites p5 and Py or greater, So

-10-



in chanying from Figure 7 or Figure ¢ *o Figure 11, the reductiorn in
cost is at least (p, + p()d , where the total lrncrease fn cosnt i
5 )

at least (pl + p,))d + (; + p,‘)d . Therefore {f

)

(2e) (v, -k fo, s s (poep ey

ther. we cur change Tigure 7 or Fioure 8 into Figure 11 with .~ {n~re e
in cost, Hote in Fipgure 11 v ao combine Xl with and - with

v . Corsider Fipure 9 and Fiyure 10, As X) is the letter with
i} ‘

smillest probability not shown in the Figure 9 and 10, the last symbol
of Xh must be B . The lettersthat combine with Xu must hLave

¢ last symbol of (¢ and a probability of p5 or greater, .0 we can

change Figure 9 and Flwure 10 into Figure 12,

igure 1¢



The total increase in cost s pl(QB -a-8) = Pl

p2(0+8-0-0)=P

2
a = d
Pj Pj
Total decrease in cost is pb.a = p .d
P)
If
(19) dp, 2 (d-l)p, + op (b, + 7))

then we can change Figure 9 or Figure 10 into Figure 12 in which Xl

combine with Xj and X2 with X14 .

If any one of (11), (12), or (13) is satisfied then the maximum

number of f is at most two, If it is two, then we can combine

xl and Xl and X2 with Xh and reduce the number of letters

there is only one Z-, then there are only five figures possible
as shown in Figure 6,7,8,9, and 10. So if (l4) and (15) are

: Bl h h
satisfied, we still can combine X1 wit X§ and X2 wit xu

reduce t‘he number of letters,

’

If

hence

In applying the inequality (/) to the example d =1 1in the paper

ty Karp [2], the number of letters is immediately reduced by 5

-12_
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(2]
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